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Abstract. Class-association Rules (CARs) mining is a knowledge discovery technique with many practical 

applications. One of the extensions of mining CARs algorithm is to combine information about data classes 

to derive rules between item and class. However, in the class-imbalance field, it is difficult to mine the rules 

related to minor classes. One of the solutions is at first to cluster with the combination with CARs mining, 

then the items of minor classes can be grouped to some clusters. Thus, the corresponding rules will be easier 

to detect. The k-means clustering method is often used due to its fast computing speed. However, the 

clustering results of k-means are non-deterministic, so it may affect the clustering quality. In this study, we 

propose a new direction for combining k-means and Hierarchical Agglomerative Clustering, and continue 

with class-based association rule mining. Our method has the same execution time as the k-means method 

but has better clustering quality, so the generated rules are also more accurate, as illustrated in the 

experimental results. 
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1. Introduction 

The classification method based on association rules has been researched and proved to be better than 

traditional rule-based methods such as ILA, ID3, etc. [1-3]. In fact, class-imbalanced datasets are quite 

common. This means there will be some layers with a number of samples that are superior to the others, 

which greatly affects the training process to classify and to predict classes. Especially, when classifying a 

classifier, if we choose an inappropriate minimum support threshold (minSup), the samples of minor classes 

will be unfrequent or the rules will be mined mainly the majority class samples. 

For the above issues, Nguyen et al. (2016) proposed a clustering method using k-means algorithm to 

balance the number of samples of each class, then use CAR-Miner algorithm to mine the classification rules 

[4]. The study has demonstrated a significant improvement in the accuracy of comparisons between with and 

without implementation of class equilibrium. However, we realize that with this study, there are still 

limitations of k-means clustering technique and CAR-Miner algorithm: 

- k-means clustering: although the execution time is relatively fast, it does not guarantee the similarity 

between the components in the cluster is good enough and it can not handle noises and outliers. 

- CAR-Miner: although it is an efficient algorithm to mine classification rules based on MECR tree 

structure (Modified Equivalence Class-Rules tree). However, this algorithm consumes a lot of memory for 

storing the Obidsets (set of object identifiers containing itemset) of the itemset and requires computation 

time for the intersection of Obidset sets to each other. So, for a large database, this issue will become 

significant. 
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Based on limitations of k-means clustering methods when balancing class samples, we propose a new 

method to increase the similarity of data after being clustered in order to increase the accuracy for class 

prediction. Besides, we also apply CAR-Miner-Diff algorithm to solve the disadvantages of CAR-Miner 

presented in [4]. 

2. Mining Class-association Rules 

Mining classification rules based on association rules mining (Class Association Rules - CARs) is to find 

a subset of association rules contained in the database [5]. The goal of mining classification rules based on 

association rule mining is: (i) Mining CARs meeting minimum support threshold (minSup) and minimum 

confidence threshold (minConf ) ; and (ii)  Build classifiers from CARs. 

CAR-Miner is an improved algorithm of ECR-CARM algorithm developed by Nguyen et al in 2013 [6]. 

CAR-Miner mines class association rules based on MECR-tree structure. The MECR-tree structure 

(Modification of Equivalence Class Rule tree) is an improved tree structure from the ECR-tree structure, 

each node in the tree contains only a set of itemset with the following information: 

- Obidset : a set of task object identifiers that contains itemset. 

- (c1, c2,..., ck): a list of integers, where c i is the number of records in Obidset belonging to class ci. 
- pos:positive integers stores the position of the class with the highest count, ie. . 

To solve the limitation of CAR-Miner algorithm based on MECR-tree structure, CAR-Miner-Diff 

algorithm was born. The CAR-Miner algorithm consumes quite a lot of memory for storing Obidsets of 

itemset sets and requires computation time for the intersection of Obidset episodes , this time becomes 

significant when we consider in a large database . CAR-Miner-Diff is an improved algorithm of CAR-Miner 

algorithm developed by Nguyen et. al [7]. CAR-Miner-Diff instead of storing the intersection between the 

Obidset sets, it only stores the difference between those Obidset sets (called Diffset ), this leads to memory 

and speed of mining the association rules based on the tree structure are improved . 

3. Combination of Clustering Algorithms and Mining Class-Association Rules 

3.1. The Balance of the Class and the Clustering Algorithm Combination 

In the data of class imbalance, the fact that some classes are in the majority will have a significant 

influence on the rule-based prediction process due to difficulties in selecting the minimum support thresholds. 

If the selected threshold is too high, leading to classes containing small samples would not be frequent, so 

there are no rules containing this class. If we select low threshold to mine the rules containing minority 

classes, the number of rules of the majority classes is still overwhelming so it also affects the class prediction 

stage. Therefore, we will balance the data of each class first, then perform the CARs mining. 

In this paper, we use the concept of intra-cluster similarity to measure similarity between elements in a 

cluster. If this value is larger, the elements in the cluster will have higher similarity, thus clustering quality is 

better. Let C be a cluster with m elements, the similarity in cluster of C, denoted by ⊝(C))  is the average of 

similarity between samples in C and is calculated by the following formula: 
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where Sim (Wi , Wj ) is the similarity between the 2 samples in a cluster. 

k-means is a simple clustering algorithm, the execution time is quite fast with the algorithm complexity 

is O (nkd) where k is the number of clusters, n is the number of samples and d is the number of times p. 

However, k-means does not guarantee the similarity in clusters is good enough. In contrast, HAC clustering 

algorithm has a longer execution time than k-means due to O(n2) complexity, but it returns cluster results 

with very similar clustering results [8]. Because we use the k-means method in the first step, the input of the 

HAC algorithm will be relatively small clusters, which makes the HAC algorithm run much faster in the 

second step. In addition, clustering can be controlled by HAC for better cluster quality. 

3.2. K-means_Car-Miner-Diff 
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K-means algorithm is combined with the Car-Miner-Diff algorithm shown in Figure 1: 

 
Fig. 1: Steps to combine the k-means algorithm with Car-Miner-Diff 

INPUT: Dataset D, minSup, minConf, number of class m, number of cluster k. 

OUTPUT: CARs rule set satisfies minSup and minconf. 

3.3. K-means_HAC_Car-Miner-Diff 

The k-means + HAC algorithm is combined with the Car-Miner-Diff algorithm shown in Figure 2: 

 

 
Fig. 2: Steps combination algorithm k-means + HAC with Car-Miner-Diff 

INPUT: Dataset D, minSup, minConf, number of class m, number of cluster k, l (l<k). 

OUTPUT: CARs rule set satisfies minSup and minconf. 

First, we divide dataset D into m subsets corresponding to m values of class attribute. Let k be the 

number of data rows of the sub-data with the least number of samples. 

Then, for each subset with the number of data rows that are greater than k, we apply k-means algorithm 

on that subset with l clusters (l<k). After that, we have a dataset D’. 

For each small cluster which is the result of k-means clustering, we continue to apply HAC clustering 

with k/l clusters. With each cluster created, we only select a representative sample (the sample is the most 

similar to the center of the cluster). Thus, the result of each original subset will retain k samples and we have 

dataset D’’ with balanced samples of each class. 

Finally, we apply the Car-Miner-Diff algorithm on dataset D’’ to mine CARs rule set. 

4. Experimental Results 

The standard empirical databases are taken from the UCI website http://mlearn.ics.uci.edu (Table 1) 

Table 1: Experimental standard database 

DATA SET 
NUMBER OF 

PROPERTIES 

NUMBER 

OF 

CLASSES 

MODEL 

NUMBER 
DESCRIPTION 

Breast Cancer 9 2 683 - Class 0: 444 (65%)- Class 1: 239 (35%) 

Chess 10 2 1200 
- Class 0: 900 (75%) - Class 1: 300 

(25%) 

Diabetes 8 2 1400 
- Class 0: 942 (67.3%) - Class 1: 458 

(32.7%) 

Tic-tac-toe 9 2 958 
- Class 0: 332 (34.6%)- Class 1: 626 

(65.4%) 
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4.1. Comparative Results on Accuracy 

To compare and evaluate the results of accuracy of 03 algorithms: Car-Miner-Diff, k-means_Car-Miner-

Diff, k-means_HAC_Car-Miner-Diff, the article uses 04 standard databases, minConf = 60% To proceed 

with the installation: Experimental results for the accuracy of the three algorithms are presented in Table 2 

Table 2: Experimental results on the accuracy of standard databases (%) 

Breast cancer 

MINSUP 0.5 0.3 0.1 0.08 

k-means_HAC_Car-Miner-Diff 48.8966 63.1724 94.2759 95.1724 

k-means_Car-Miner-Diff 51.3235 61.5441 90.8088 92.6471 

Car-Miner-Diff 69.8049 69.561 79.3659 91.2195 

Chess 

MINSUP 0.5 0.3 0.1 0.08 

k-means_HAC_Car-Miner-Diff 51.1111 77.2222 83.8889 85.5556 

k-means_Car-Miner-Diff 78.9474 78.9474 78.9474 78.9474 

Car-Miner-Diff 75.5556 75.5556 75.5556 75.5556 

Diabetes 

MINSUP 0.1 0.05 0.01 0.005 

k-means_HAC_Car-Miner-Diff 75.6345 82.7411 86.802 87.3096 

k-means_Car-Miner-Diff 78.0749 78.0749 83.9572 84.492 

Car-Miner-Diff 71.9048 76.6667 79.7619 80.7143 

Tic-tac-toe 

MINSUP 0.3 0.1 0.08 0.05 

k-means_HAC_Car-Miner-Diff 53.2843 62.9902 74.0196 99.0196 

k-means_Car-Miner-Diff 50.7 70 69 88.5 

Car-Miner-Diff 68.4722 67.3611 67.3611 75.6944 

The results from Table 2 show that for unbalanced class databases, the improved k-means_HAC_Car-

Miner-Diff method results in better accuracy, especially for small minSup thresholds. 

4.2. Comparison on Algorithm Execution Time 

To compare and evaluate the results of the time of mining the rules of 02 algorithms: Car-Miner-Diff, k-

means_HAC_Car-Miner-Diff, the article uses 04 standard databases minConf = 60% to proceed with the 

installation. Experimental results Perform the execution time between two algorithms are presented in Table 

3. 

Table 3: Experimental results on the implementation time on the standard database (ms) 

Breast cancer 

MINSUP 0.5 0.3 0.1 0.08 

Kmeans HAC Car-Miner-Diff 0 3 43 63 

Car-Miner-Diff 7 16 91 108 

Chess 

MINSUP 0.5 0.3 0.1 0.08 

Kmeans HAC Car-Miner-Diff 1 41 270 330 

Car-Miner-Diff 4 43 330 400 

Diabetes 

MINSUP 0.1 0.05 0.01 0.005 

Kmeans HAC Car-Miner-Diff 55 130 570 900 

Car-Miner-Diff 83 180 580 950 

Tic-tac-toe 

MINSUP 0.3 0.1 0.08 0.05 

Kmeans HAC Car-Miner-Diff 0 67 107 210 

Car-Miner-Diff 1 97 120 260 

The results from Table 3 show that for databases with class imbalance, the k-means_HAC_Car-Miner-

Diff improvement method due to processing with fewer samples after clustering should result in better 

processing time, especially for small minSup thresholds. 
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5. Summary and Future Work 

In this paper, we have proposed an improved method combining k-means and HAC clustering techniques, 

implemented algorithms on standard databases, documented accuracy and execution time between subject 

methods, exported and original CAR-Miner-Diff algorithm for verification. At the same time, the paper also 

compares the similarity after clustering for 02 methods k-means and k-means_HAC. 

In the future, we will continue to experiment on more types of databases with the increased number of 

classes to evaluate the applicability of the proposed improvement method. Furthermore, we will also apply 

this method to other types of classification such as decision trees, ILA, neural networks, etc. 
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